3. Flipped Assignment Three: Back Propagation

Steps for this Flipped Module

1. Review Lecture Content leading up to Module
2. Watch Video on Back Propagation
3. View the initial notebook example on GitHub and answer the questions.
4. In-class students: Come ready to answer the remaining questions in an in-class assignment.
5. Distance students: allot time to download the assignment and complete it within about two hours from the time of downloading

Video

In this Flipped module you will be introduced with concepts regarding back propagation in multi-layer neural networks. The video uses minimal verbal communication and fast hand writing (i.e., an explainer video). I recommend viewing the video full screen in the max resolution possible to see all notation clearly.

In the video, we will be using **sensitivity vectors**and explicitly defining the **Jacobian** for chain rule used in a system of equations.  The video also explains the process of converting operations into only linear algebra operations of ALL instances, **X**, rather than **x***(i).*I hope you find this useful:

[https://youtu.be/WRr2e7mKCUY (Links to an external site.)Links to an external site.](https://youtu.be/WRr2e7mKCUY)[![https://smu.instructure.com/images/play_overlay.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIwAAABkCAMAAABjCSjjAAAB0VBMVEUAAAD4+PglJSULCwv5+flxcXH6+vr5+fn8/Pz5+fn9/f06Ojr7+/sgICAQEBAPDw9MTEw6OjpEREQaGhoVFRUjIyNFRUUMDAxQUFBWVlb39/c/Pz9cXFwTExMXFxf+/v5fX18SEhJfX18xMTEJCQk5OTlAQEAhISHt7e1eXl5TU1NXV1dNTU0zMzMmJiZYWFj///9QUFAbGxs/Pz80NDQnJyf7+/vz8/M0NDQuLi4/Pz+EhIQUFBRUVFRJSUktLS0zMzPLy8smJiZRUVHt7e0qKipbW1tJSUn19fXw8PA4ODhaWlo3Nzc4ODhNTU1fX1////+wsLAhISEICAhLS0v///89PT01NTVcXFxgYGANDQ1MTEzx8fE2NjYqKipaWlr///8ODg4eHh5HR0dfX18rKytYWFjw8PAbGxtGRkb29vY/Pz9XV1f4+PjLy8slJSUKCgo+Pj5aWlr///8gICAlJSVSUlL19fUfHx8RERHu7u4vLy9bW1v9/f1BQUEZGRkYGBhLS0ssLCwyMjJZWVn6+vrs7OxHR0cnJydYWFhCQkJfX18iIiIsLCxVVVUxMTFERERfX18AAAADAwMEBAQCAgIICAgHBwcGBgYFBQUBAQGn+BEwAAAAknRSTlMAafL+aa1naGVnZM5m9P39i9vN+Pvyyv58UmrAH/z6YxD8COf+3NTzdgZiP4bl7kNfwPnC2/BlbuPl1aP7XZzq3IXxc3ftLJtsc9A1092KAmGP9f6QXtfYIbb+j3Lg6zdi/fekBOhFcvikbNRIaIbx/sUXYPXwam32/XbiH2PR+fmT694xZnfH7ji2DPPoWeCrFt6e9vEAAAGmSURBVHhe7diFrttAEIVhT7LNOJwLzU0uMzNjmZmZmZmZGY+T0tNW9VOcSvM9wS9rtTtjj5oxxhhjjDHGGGNM/4aNHo0uVG9p9UgsBjDexxIT7cigMUcSU7MoPgEke0hiYk2zx1G1cIrjy2hi+QoEdfUUMSKpdZ1RpHsZYpwTle5bKI0xxPyj/sAPDA5xxIgOj4wiu7aZIcaJTE5NlzBTZIgJT87cPFqWMMSEOf5SYFkzRYwTSVQ2oGVlK0OMc5pYtRpIrqGIEYnVVmZQVWCICc/x+gjKmxhiwpymze1IF7cyxDiRbdt3YOcuihgnuntPgL0UMZLSSIDkPoIYUd2fwYGDBAdYnH/o8J/ykaMM94wey59Aw0mGS09U29px+gzF26RnzwHnGR5KjV24WEL6EsEIIZf9K1dx7foNhklPb1ZkcfsOxQycunuvjLp6glVFVPI1uF8gWFVE/Qdt+P3wEcNGGX/85CmePWdYbzVW++InXr6iWPxfv6lGKcfxS+RtBfDuvUcR86sR2Q8fPQqfgM9fPBJfg2/fvf+TMcYYY4wxxhhjzF/8EVtEcpX/AAAAAABJRU5ErkJggg==)](https://youtu.be/WRr2e7mKCUY)

Example Questions

The GitHub Link to the initial part of the assignment can be found here: [https://github.com/eclarson/MachineLearningNotebooks/blob/master/Flipped%20Assignments/ICA3\_MachineLearning\_PartA.ipynb (Links to an external site.)Links to an external site.](https://github.com/eclarson/MachineLearningNotebooks/blob/master/Flipped%20Assignments/ICA3_MachineLearning_PartA.ipynb)

During class you will complete a longer version of the above example notebook. We will also discuss and answer everything from the example notebook. Please see the course schedule for when this flipped assignment occurs.

Assignment Link (Made Available during Lecture)

On the day of the assignment you can download from the assignments page here: [ICA3](https://smu.instructure.com/courses/49399/assignments/166930)